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Abstract—  
 

With so much information at our fingertips, the ability to distil 

the most relevant details from massive texts has become more 

important. Numerous publications include in-depth 

information about Web pages like news sites, weblogs, and 

consumer review forums. Several methods are presented in 

this review study for synthesizing brief summaries of lengthy 

texts. Methods utilized so far for text summarizing have been 

researched and analyzed in a number of published studies. 

Abstractive summaries (ABS) and extractive summaries (EXT) 

are the most common outputs of the techniques discussed in 

this work. Methods for summarizing information depending 

on a user's queries are also examined. Most of the text is 

devoted to a discussion of structured and semantic bases. The 

summaries generated by these models were put to the test on 

several datasets such the CNN corpus, DUC2000, single and 

multiple text documents, etc. We have investigated these 

strategies together with current and potential developments, 

successes, and applications in text summarization and other 

areas. 

 

I. INTRODUCTION 
 

These days, everything revolves on data and 

technology. We might think of data as our 

intangible thoughts and creative ideas. At the same 

time that we create data, we also use it. Everything 

is included we constantly generate or consume 

information in the course of our daily routines. 

When we drive, for instance, there are a variety of 

metrics at play, including vehicle speed, gas 

mileage, travelled distance, and so on. Data has 

been important to us since the 20th century, but we 

now draw more conclusions from it than ever 

before. They are kept in electronic and wireless 

storage systems, which we use to retrieve them as 

needed. 

The proliferation of online resources has resulted in 

a deluge of information. It's safe to say that you can 

find just about anything on the Internet. The 

internet is a great resource for learning about 

almost any topic imaginable: current events, 

popular culture, science, history, politics, medicine, 

the environment, geography, and even meteorology 

and climatology. This information might be textual, 

quantitative, mathematical, or graphical. The 

greater number of characters in text data makes it 

more challenging to comprehend. This massive 

quantity of data necessitates a method for 

extracting just the most relevant aspects of the 

information we need. One approach is to 

summarize the text. Research and development into 

the art of summarizing texts dates back decades. To 

do this, several alternative models have been 

developed and evaluated on a variety of datasets. 

Various comparison scores are used to evaluate 

them. It is possible to do EXT or ABS summary on  

a text, as well as single document or 

multidocument, query-based or general 

summarizing. The EXT text summarizing method 

use the source texts very own phrases to create 

summaries. The ABS approach is broader and 

emphasizes the document's major ideas. Similar to 

how single-document summarizing methods 

summarize a single document's text, multi-

document summarization methods do the same for 

a set of related documents. Moreover, query-based 

text summarization is becoming important. Generic 

summaries are often ABS that concentrates on the 

overall region of the text input, while query-

focused summarization models provide summaries 

of the text depending on a particular area as 

indicated by the user's question. Use of text 

summary has spread widely across disciplines like 

science, medicine, law, engineering, etc. One area 

of study that has proven valuable to patients is the 

creation of summaries of prescriptions written by 

doctors. In a similar vein, lengthy news stories have 

been condensed so that readers may absorb a great 

deal of knowledge quickly and easily [1]. 

 This study reviews the literature on text 

summarizing techniques over the last five years. 

Machine Learning was shown to be the most 

popular technique. Fuzzy logic, sequence to 

sequence modelling, sequence to sequence 

learning, neural networks, and reinforcement 

learning. Similar optimization techniques have 

been used to the suggested goal function to further 

the cause of text summarization. Here we see that 

several approaches were evaluated on the same 

dataset, with varying degrees of success. Some 

studies have shown that when researchers utilize a 

combination of methodologies, the resulting 

summaries are even more reliable than when just 

one is used. We notice that python libraries like 

sickest learn, notch, spicy, and festal have been 

employed when NLP processing has been used to 

summarize text content. 
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Fig. 1. Distribution of papers studied over the 

years 

II. RELATED WORK 
 

EXT summaries were created using a sentence 

extraction technology developed by Massimo 

Mauro and colleagues. Relevance is determined 

and evaluated for each phrase in this approach. 

Accordingly. Next, similar sentences were grouped 

together to find the most illuminating sentences, 

and these were chosen using the sentence scores 

[2]. In order to generate EXT summaries, Sarda 

A.T. et al. suggest using NNs and Rhetorical 

Structure Theory (RST). The summary statement is 

constructed by comparing and combining features. 

First, the NN must be trained to learn how to 

choose which phrases to include in the summary 

[3]. After that, sentences are picked out of the 

paper and reviewed to see whether they match the 

summary. Once these phrases are located, they are 

input into the rhetorical framework, where 

language linkages are differentiated to provide a 

more accurate summary. Experiments to produce 

EXT summaries of the papers in CNNCorpus have 

been conducted by Gabriel Silva et al. After 

pictures, movies, and other non-textual elements 

have been tables were given feature vectors to be 

used in the scoring process. By using WEKA's CFS 

Subset Evaluator, Information Gain Evaluator, and 

SVM Attribute, the dimensionality of the feature 

vectors was decreased. Among the five classifiers 

evaluated on WEKA's platform, Naive Bayes was 

shown to be the most effective [4]. 

Taeho Jo has described a method for summarizing 

text that makes use of the KNN algorithm and takes 

into account the similarity between characteristics. 

As input, a paragraph is provided, and it is broken 

down into sentences. We use vectors to represent 

words. The inclusion of a sentence in the summary 

is then determined by its similarity score to a 

human-generated summary, which is based on the 

classification of each phrase as either summary or 

remaining [5]. In this work, we focus on features as 

a means to summarize text passages. Multiple 

fields, including medicine, law, and engineering, 

may benefit from this method [5]. Paragraphs are 

summarized using the KNN technique, which takes 

into consideration similarities between just a subset 

of attributes and generates a similarity score. A 

query-based method for EXT text summarization 

was described by Mash Afsharizadeh et al. It takes 

just the most relevant sentences from the source 

material and incorporates them into the summary. 

Eleven in the article, relevant phrases were 

identified using a combination of query-dependent 

features [6]. Each phrase is given a score based on 

the linear function of its feature values, and this 

score is then used to locate the valuable sentences 

in the text. 

 

Fig 2. Types of Summaries Studied 

The DUC 2007 corpus was utilized for both 

training and assessment. Average accuracy, 

average recall, and average F-score were all 

improved above prior approaches by using this one. 

Contrasted in the article [7]. 

TABLE I. SUMMARY OF THE PAPERS 

ANALYZED 
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III. OVERVIEW OF MACHINE 

LEARNING METHODS FOR TEXT 

SUMMARIZATION 
 

A number of academics have recently presented 

their machine learning (ML) algorithms for 

summarizing text. Text summaries in EXT format 

have been generated using a wide range of 

supervised ML models, including Naive Bayes, 

Random Forest, and SVD. The work of 

Kamalanathan Kandasamy et al. classification of 

Twitter spam using ML techniques. Nave Bayes 

was determined to be more accurate when testing 

the data sets, while SVM was also used. One 

hundred participants were assessed for this study. 

Only sixty were genuine, while forty were spam. 

We were able to accurately classify 98 users [9]. 

Many studies have shown that deep learning 

methods perform better than traditional methods for 

both EXT and ABS text summarization, and this 

trend is only growing. This kind of ML is called 

"deep learning." Various NN approaches have been 

used. Similarly, reinforcement learning, 

Convolution NN (CNN), RNN have also been 

employed to create text summaries [10]. There’s 

also a research on sequence-to-sequence models for 

text summarization these days. These approaches 

are extension of ML. We discuss some of the 

articles that employ the above described 

methodologies to produce summaries of text. 

Nicholas Giamblanco ET colleagues developed a 

Newtonian method \sot produce key words. The 

author has utilized four processes for keyword and 

key phrase extraction. First the stop words are 

removed which is known as noise filtering, next 

each words is assigned a mass, then the relations 

between words is calculated which is also known as 

word attraction, and lastly a key phrase is generated 

[11]. To assess the correctness of this algorithm, it 

was tested against RAKE and TF-IDF scores. The 

data used \swaps from Seminal from the University 

of Waikato [12]. The author has also showed how 

Key-LUG has outperformed RAKE and TF-IDF. 

The criteria employed for this aim included recall, 

\precision and F1 score [13]. 

Aditya Jain ET. Al study introduced a binary 

strategy for EXT text summarization. The material 

is divided into sentences and assessed whether it’s 

relevant or unrelated to the primary topic of the 

paper. A NN is then employed and checked 

whether the sentence is to be included or not. 100 

news stories from CNN \snows along with their 

related ABS summaries have been utilized as data 

sets for this model. Sentences in the news \article 

and summary are examined and those with higher 

similarity score between them are picked for EXT 

summary [14]. The author has utilized vector 

embedding to represent each word in a text as 100 

dimensional vectors. For assessing the performance 

of the proposed model, first 284 documents of the 

DUC 2002 dataset was employed. It was found that 

\she suggested model was more accurate other 

online text summarizers [15]. 

 

Fig 3. Different algorithms used 

IV. CONCLUSION AND FUTURE 

WORK 
 

As we've seen, text summarizing plays a crucial 

role in helping users save time and effort in a world 

where there's an abundance of data. Indeed, 

summary of texts is a crucial today's practical 

instrument. Many distinct algorithms and 
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approaches have been used for this same function. 

Different kinds of summaries may be obtained 

using one of these approaches alone or in 

combination. In order to determine which 

summaries are most effective, one may evaluate 

their accuracy scores. More often than not, the 

ROGUE score has been employed for this function. 

Similarly, TF IDF scores have also been utilized 

sometimes. In general, the summaries produced by 

these methods are not of the highest quality all the 

time. The initial version of the paper may not 

always need this information. Because of this, the 

debate over this topic refuses to go down. Have 

conducted a great deal of research on it already. 

There is no hard evidence that any summarization 

approach is preferable. Therefore, the models going 

ahead will some modifications to the principles 

we've discussed so far might lead to more accurate 

descriptions. For Generative ad hoc network 

applications and transfer learning are feasible 

examples. Therefore, they may provide a way to 

expand upon existing textual notions and enhance 

summary. 
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