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Abstract. The Fully Convolutional Network (FCN) and the Support Vector Machine (SVM) are two well-known classifiers 

that are used for MRI-based novelty liver segmentation classification. This study aims to compare and contrast these two 

classifiers. To train classifiers using SVM and FCN, twenty samples of liver MRI images were used. Two groups, one using 

support vector machines (SVMs) and the other using FCNs, were given ten samples each. This study's pretest power is 80%. 

In MATLAB, FCN has a recognition rate of 97% compared to 86% for SVM. Our statistical study yielded a satisfactory 

accuracy ratio (P<0.05). Compared to the SVM method, the FCN method achieved superior results on the datasets tested for 

unique liver segmentation categorization. 

A wider field of deep learning includes new methods for liver segmentation, MRI, classification, and fully convolution neural 

networks (FCNs). 

 

INTRODUCTION 

Processing metabolism, synthesizing proteins, and breaking down red blood cells all rely on the liver, a major 

generator of biochemical's [1]. On a global scale, liver cancer is the sixth most prevalent malignancy. According to 

2017 statistics from the World Health Organization, 1040 people in Ethiopia lost their lives to liver cancer [2]. This 

represents 0.16% of all cancer fatalities nationally. Hepatocellular carcinoma (HCC) and other liver malignancies 

account for about 700,000 annual fatalities, placing them third among cancers in terms of mortality rate [3]. If the 

liver isn't doing its job, it could have systemic effects. Contrary to popular belief, the early stages of liver disease 

often do not manifest with any outward signs of illness. Among adults, hepatocellular carcinoma (HCC) is the most 

prevalent primary malignant tumor of the liver. Liver metastases account for 25% of all solid organ metastases, 

which help differentiate between primary and metastatic malignancies. Consequently, prompt diagnosis is crucial 

[4]. An MRI investigation found that the suggested strategy greatly improved the accuracy of liver segmentation [5]. 

Deep learning techniques, such as the FCN classifier, are used to categorize liver segments. There are a number of 

ways to categorize and utilize images and videos [6]. Medical image analysis is one such area. Recently, there has 

been a plethora of research on hepatic classifiers that use deep learning and machine learning to segment the liver. 

Google Scholar has 1,780 articles indexed from 92 publications in IEEE Explore. Due of its 89% accuracy rate in 

predicting outcomes using the FCN approach, disease deep learning systems have been extensively studied in 

surveys. Even while X-ray or CT scans may show bone, they cannot glean medical information about other tissues 

or bones [7]. Separation, preparation, identification, and classification were the four phases that made up the system 

[8]. The researchers in this study relied on magnetic resonance imaging (MRI) scans for their data because of the 

high regard in which this imaging method is held. Their high definition MRI pictures reveal more details in the 

tissue and bone, which is why they are so popular. By using edge detection, the training set is chosen [6]. The SVM 

classifier is used to segment the picture's 3D volume. There is a 90% success rate when following these procedures 
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[7]. Several fields have benefited from our university's commitment to doing high-quality, evidence-based research 

[9].  

Classifying liver grades is made challenging by the poor accuracy values of the current methodologies. Liver tissue 

may be difficult to precisely categorize, and the difficulty increases with the passage of time. The primary objective 

of this research is to address the previously identified issue by using the FCN classifier. As may be seen from 

references [1] through [10], our team members have extensive experience doing research in a wide range of fields. 

MATERIALS AND METHODS 

The Saveetha School of Engineering in the Indian state of Tamil Nadu is associated with SIMATS and offers 

courses in electrical and communication engineering; it was there that the project's research was conducted. The 

detection of bone tumors requires a total of twenty samples, ten from each group. Data from prior clinical studies 

was used on Clinical.com to establish the sample size. A criterion of 0.05 percent, a confidence interval of 95%, an 

enrolment ratio of 1, and a G power of 80% were all established. The data was generated by means of the Mat lab 

program [8]. 

In order to verify the present and recommended methodologies, a dataset of 20 low resolution liver CT scans 

reduced to 192 258 pixels was inputted into the SPSS IBM software. The dataset was then converted to MSEXCEL 

for statistical analysis. For training with these datasets, a screen with sufficient resolution is required. You will need 

a 7th Generation machine, an i5, 4 GB of RAM, and 500 GB of hard drive space in order to train on these datasets. 

A fully functional version of MATLAB (2019) with all the features required by the tool library is also required. The 

research relied on data derived from liver MRIs (magnetic resonance imaging). If you are planning to assess these 

datasets, here are some steps to take into account: the first step is to pre-process the original image using an image 

enhancement technique; the second step is to segment the image; the third step is to use coding methods for image 

classification and identification; and the fourth step is to identify the affected area. Twenty MRI scans of the liver 

served as independent factors in this study, with the validity of the inquiry serving as the dependent variable. The 

FCN classifier and other deep learning algorithms are used by this recommendation system to provide 

recommendations. This FCN classifier excelled at image recognition. An FCN consists of an input layer, a 

convolution layer, and a pooling layer. The input layer is the foundation of any network design. The FCN classifier 

does not have very dense layers. The task at hand is really completed by use of eleven distinct convolutions.  

The FCN model is built up from individual convolution blocks, which each include two-dimensional convolution 

layers and a regularization step. Throttling is used to expedite convergence and prevent over fitting. Activation 

layers are used to include non-linearity even further. The input batch size is usually automatically added by Keas. It 

is not necessary to declare dimensions in the input layer; FCN automatically includes them. The FCNs will be 

entrusted with the categorization responsibility. Thick stacking and one-to-one convolutions are the two primary 

methods for constructing FC layers.  

The 512 × 512 pixel format is used as the input picture, as seen in Figure 1. The procedure's preparation stage does 

an image enhancement and does a colour conversion before storing the picture. Pixels are converted from black to 

white or white to black as part of the segmentation process so it can handle 0s and 1s. Identifying and classifying the 

liver's segments is the last step, which we have already completed. The FCN algorithm does this by using a new 

method of segment categorization for the human liver. 
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FIGURE. 1. Magnetic resonance imaging (MRI) images used for liver segmentation; dataset input image; and, after pre-

processing, the final segmented output picture. 

Statistical Analysis 

A dataset consisting of 20 low-resolution liver MRI images—down from 192,258 pixels in the lobby—was 

translated to MSEXCEL (an IBM SPSS tool) in order to evaluate the statistical analysis procedure. The year 19 A 

sample t test was used, which includes both independent and dependent samples. The 20 separate liver MRI images 

are the independent factors in this research, whereas accuracy is the dependent variable. 

RESULTS 

In order to assess statistical analysis tools, a dataset including both existing and proposed methodologies is 

transferred to Microsoft Excel. The dataset, which is an input from the SPSS IBM software, consists of twenty 

reduced, low-resolution liver MRI images, each measuring 192 258 pixels. [9] The use of independent samples 

allowed for the execution of a sample T test. The accuracy level serves as the dependent variable in this study, with 

the 20 liver MRI pictures serving as the independent factors. A bar chart comparing the different degrees of 

accuracy is shown in Figure 3. (some algorithms that fall under this category include SVM and FCN) With 97% 

accuracy, FCN significantly outperforms SVM's 86%. Having said that, it seems that the two approaches' standard 

deviation ranges are almost identical. 

 

FIGURE. 2. The findings are shown in the output after comparing the accuracy of the FCN classifier with the SVM classifier. 

Compared to SVM's greatest performance of 87%, CNN's accuracy rate is 97%. 
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The comparison of accuracy levels is shown in Figure 3, which can be seen here. (algorithms such as SVM and FCN are 

examples) A much greater accuracy of 97% (1%), as produced by FCN, is achieved in comparison to SVM's 86% (1%). On the 

other hand, it seems that the two methods are rather comparable with respect to the standard deviation's range distribution.  

 

 

 

FIGURE. 3. Here, we compare the FCN method with the SVM algorithm, looking at how well each one performs on average. 

While support vector machines (SVMs) only manage 86% accuracy on average, FCNs reach 97%. On the X-axis, we can see the 

comparison between the FCN method and the SVM algorithm. Detection accuracy, on average, has to be between zero and one 

standard deviation. 

Table 1 displays the results of a t-test that distinguished between the FCN algorithm and the SVM approach. A lower mean value 

(86.4900) was found for the SVM classifier, but a higher mean value (97.7240) was found for the FCN classifier. The standard 

deviations of the two are significantly different from one another. In contrast to FCN's 1.00820, SVM's worth is a meagre 

0.36515.  

Figure 1: T-test When looking at the mean values of the FCN and SVM classifiers, we find that the former has a greater value 

(97.7240) while the latter has a lower value (86.4900). They don't have the same standard deviations. In contrast to SVM's 

1.00820, FCN's is 0.36515. 

 

 
Table 2 displays the results of a t-test that was administered to both groups using an independent sample. The test 

yielded the following conclusions: (t=33.130) for accuracy and (Mean Difference=11.23400) for the mean 

difference. There was also a difference in the standard error of (0.86916), according to the test findings. With a 

mean difference of 11.23400, the distinctions between these two distinct groups are discernible. 
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FIGURE 2. Using a T-test on independent samples, we could see that both groups were accurate (t = 33.130), with a 

mean difference of (11.234000) and a standard error difference of 0.3309, which was the same as before. The fact 

that the mean difference is 11.23400 shows that there is a statistically significant disparity between the two groups. 

(P 0.05). 

 

 

DISCUSSION       
 

Here, the FCN classifier beat the SVM classifier with a 97% classification accuracy (p0.05). The effectiveness of 

FCN and SVM in liver segmentation was investigated in this work using the Kaggle dataset. Multiple variables 

indicating the kind of liver disease and various percentages of healthy and ill people are included in the dataset.  In 

order to partition the liver and identify lesions, Avi Ben Cohen suggested a comprehensive network. In this 

investigation, CT scans were used with the intention of detecting and categorizing the liver. They reached an 

accuracy level of 92% when using the FCN classifier. She used a support vector machine (SVM)-based classifier in 

conjunction with feature difference and soft computational approaches to automate the segmentation and 

classification of liver cancers from CT images. Using a three-stage CAD approach, the researchers in this work 

achieved an accuracy level of 90% [10].  Support vector machines (SVMs) were proposed by Mallikarjun Kesaratti 

as a means of liver partitioning and classification. The investigation was carried out using CT scans as the input 

photographs. A combination of the GLDM and Pseudo Zenerike feature sets allows us to achieve an accuracy of 

88% in this scenario [1]. Even though their dataset was imbalanced, Zhou et al. were able to get an 81% sensitivity 

rate [4] by included 52 healthy photos and 69 images with liver illness. We can see that the FCN classifier gives the 

best accuracy by comparing it to the SVM classifier. One of the minor drawbacks of the FCN classifier is the extra 

calculation time required for training. 

CONCLUSION 

In order to find out how effectively the liver segmentation classifier works, this study compares FCN with 

SVM on a kaggle dataset. According to the statistics, the FCN technique that relies on deep learning achieves an 

astounding 97% performance accuracy, while the SVM method only manages 86%. In comparison, the SVM 

method's accuracy falls short at 86%. 
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