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ABSTRACT: The evolution of antenna design integrated with VLSI modeling and machine 

learning is driving innovations in the development of compact, high-performance antennas for 

diverse applications, particularly in the RF and millimeter-wave domains. This paper highlights 

the transformation impact of micro machined antennas, machine learning-driven designs, and 

advanced optimization techniques. Micro machined antennas, employing substrate removal and 

wet etching, demonstrate superior performance for miniaturized devices, achieving exceptional 

gain and return loss metrics. Machine learning, leveraging convolutional neural networks, 

facilitates rapid and accurate inverse design of planar antennas, significantly reducing simulation 

overheads and broadening design possibilities. Additionally, optimization techniques such as 

variable-fidelity simulations and genetic algorithms enable cost-effective and efficient design of 

high-gain antennas across wide frequency ranges. Despite these advancements, challenges persist 

in ensuring manufacturability and reliability in realworld scenarios. This study provides a 

comprehensive exploration of cutting-edge methodologies, setting the stage for future 

breakthroughs in antenna engineering.  
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1. Introduction 

Artificial intelligence (AI) creates intelligent machines that simulate human thinking capability and 

behavior. Many advancements in AI communications stay at a theoretical level, and few of them are in 

hardware implementation. AI, ML and DL are the parts of computer science. These are the most trending 

technologies now a days to create intelligent systems. ML permits machines to learn from the data 

without precise programming, and it is the subset of AI. DL is the subset of ML which exposes 

multilayered neural networks to example data. DL is classified based on neural network usage as 

supervised, semi-supervised, unsupervised, or reinforcement. ML algorithms enable AI by artificial 

neural networks (ANNs). The ML success depends on the data's availability, quantity, and quality. Given 

antenna design, this data will be obtained by simulating the desired antenna on CEM simulation software 

tools. Then from the results, a dataset is created. Further, this dataset can be divided into three sets 

training, cross-validation, and testing. These sets are used to train and validate an ML model. Figure 1 

shows the relation between AI, ML, and DL. 

 

2. Background  

 

McCulloch and Pitts in 1943 introduced the first computational model of ANN. AI was introduced 

into academics in 1956 and saw progress in interest in the 1960s. In the 1970s, it was "AI winter" due 

to a lack of funding. AI progressed in the mid-1980s due to renewed ANNs and backpropagation [1]. 

Further, it continued in the 1990s and 2000s due to applications like handwritten check signature 

detection. Further advancements were due to deep neural networks (DNNs). The “big bang” of DL 

took place in 2009 as NVIDIA GPUs are used to train DNNs for the first time. Then in 2012, the DL 

revolution began. After 2015, convolutional neural networks (CNNs) stood first by breaking the 

benchmark targeted by human experts. It is a remarkable advancement in AI as CNNs are better than 
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humans in labeling images. In 2016 AlphaGo system based on DNN beat a human Go championship. 

Since then, the "democratization of AI" has taken place. Now cloud computing technology-based 

companies use DL to improve their products and services.  

 

2.1. Computational Electromagnetics  

 

Computational Electromagnetics (CEM) is used to characterize the interaction of electromagnetic 

(EM) fields with antennas using Maxwell's equations. Initially, integral equations were used to solve 

linear antennas. Later on, due to the developments of computers, solving Maxwell's equations by both 

differential and integral solvers became easy. Then, the Method of Moments (MoM) was introduced to 

solve integral equations. Generally, memory and CPU usages are the main drawbacks for the 

differential and integral solvers. 

To fulfill the reduced memory demands, the fast integral solvers were implemented, which 

involved iterative methods [2]. Figure 2 shows the types of CEM methods. CEM methods in antenna 

design are numerical methods and high-frequency methods. The popular numerical methods in 

antenna simulations and testing are finite difference time domain (FDTD), MoM, and finite element 

method (FEM). By the physical optics (PO) method, the radiation fields of highfrequency reflector 

antenna are obtained. Antenna simulations need solving partial differential equations (PDE), 

considering boundary conditions. High-frequency methods are field-based Geometric optics (GO) and 

current-based PO. Other methods are the multiple multipole program (MMP), generalized multipole 

technique (GTM), transmission line matrix method (TLM), and conjugate gradient method (CGM). 

The commercial CEM software tools are HFSS, CST, ADS, and IE3D. A few drawbacks of these tools 

are the execution time of CST and HFSS is more, and it is proportional to the size of the antenna, ADS 

does not model the 3D shapes, and IE3D cannot simulate shapes with finite details.  

 

2.2. Role of AI in antennas  

 

The hostile and crowded radio spectrum requires communications systems that reconfigure and adapt 

to the environment. Particularly reconfigurable and adaptive antenna arrays widely use AI. To change 

reconfigurable array polarization, radiation pattern, and operating frequency, the current distribution is 

altered across the aperture. The Adaptive arrays instantaneously weigh and combine signals to enhance 

the desired signal and reject interfering signals [3]. It changes antenna patterns by tuning the element 

weights and uses software beamforming algorithms. Recently, AI algorithms have upgraded with fast 

and superior methods to find element weights. AI is better than traditional signal processing 

algorithms in noisy and multipath environments. AI depends on the architecture of the array and it 

controls signals by digital beamforming methods.  

 

2.3. Role of ML / DL in antennas  

 

ML in the field of antennas reduces the significant computational times of CEM techniques, especially 

in the optimization of designs with large shapes and more parameters. ANNs use high-performance 

computers to model EM structures with low computational resources, fewer degrees of errors and in 

less time. DL is widely used in the antenna research community for remote sensing and inverse 

scattering (IS) solutions [1]. To find the shape of a scattering structure, IS uses few receiving antennas. 

DeepNIS is a DNN for nonlinear EM IS, which uses a less number of receiving antennas. 
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3  Design and optimization of antennas using ML/DL algorithms  

 

Researchers used various ML algorithms to design antennas presented in Table 1. The resonance 

frequency (𝑓𝑟), permittivity, and height of the substrate are used as input parameters to obtain the 

dimensions of the rectangular microstrip patch antenna (RMPA) using multi-layer perceptron (MLP) 

and RBF [8]. The optimization of operational bandwidth, input impedance and 𝑓𝑟 of RMPA was done 

using SVR [9]. In [10], gain, 𝑓𝑟 , and VSWR were obtained with the length and width of RMPA using 

SVR with a Gaussian Kernel. In [11], the slot size and position were predicted using SVR and ANN 

models. In [12], a printed antenna was designed based on the resilient backpropagation (RPROP) 

algorithm, feed-forward backpropagation (FFBP) algorithm, RBF, and LM algorithm. These were 

trained and tested using MATLAB. Here, input parameters like patch dimensions, dielectric constant, 

and substrate thickness are taken to predict output parameters like 𝑓𝑟 of the antenna. In [13], ANN was 

used for designing a circular microstrip patch antenna (CMPA) to determine radius 'a', directivity, and 

feed position by an MLP model. In [14, 15], 𝑓𝑟 of CMPA was predicted based on the patch thickness, 

radius, and dielectric constant of the substrate. Figure 7 shows the structures of RMPA and CMPA. In 

[16], the feed gap of a circular monopole antenna was obtained to operate within a particular band of 

frequency, modeled by ANN. In [17], a two-slot RMPA was implemented using RBF and MLP based 

ANN models. In [18], a broadband mm-wave substrate integrated waveguide (SIW) cavity-backed slot 

antenna was implemented using the GPR algorithm. In [19, 20], Kriging Regression was used for 

reflector array antennas. Another side, some researchers focused on lodging ML models into 

optimization algorithms to improve the performance of an antenna, which leads to reduced simulation 

time. A comparison of antennas along with the used optimization and ML algorithms are presented 
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4 Conclusion  

 

AI has many applications in antennas. The significant contribution of AI is to tackle nonlinear and 

large problems with numerous variables. It is good to adapt to noisy and multipath environments. It is 

understood that ANNs and DNNs have played a significant role in the research area of ML/DL 

techniques over traditional CEM techniques. An ML/DL technique in complex antenna design CEM 

tools 

improves the performance characteristics and reduces computational time. This paper also provides the 

role of AI/ML/DL in antenna design and analysis. The comparative study of various research papers 

that have employed ML/DL algorithms for their design and optimization is also presented. 
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