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Abstract - The development of machine learning algorithms has 

revolutionized the medical data categorization industry through 
the introduction of artificial intelligence. The development of 
mathematical models employing statistical theory to draw 
conclusions from samples has proven to be a fruitful application 
of machine learning. Due to the enormous amounts of patient 
data, machine learning algorithms have been implemented into 
the medical industry to make crucial diagnostic decisions. By 
analyzing medical imaging data and learning from labelled 
examples, machine learning algorithms have demonstrated 
tremendous potential for automatically classifying and identifying 
diseases. Using the Heart Disease UCI dataset as an example, 
this study evaluates the accuracy of various cardiovascular 
disease prediction algorithms using accuracy ratings and 
confusion matrices. It insinuates that machine learning algorithms, 
such as logistic regression, random forest, deep neural networks, 
and gradient boosting, have the potential to improve healthcare 
decision-making processes and demonstrates the importance of 
machine learning algorithms in this field. The development of 
machine learning algorithms has revolutionized the medical data 
categorization industry through the introduction of artificial 
intelligence. The development of mathematical models employing 
statistical theory to draw conclusions from samples has proven to 
be a fruitful application of machine learning. This study evaluates 
the performance of four prominent machine learning algorithms in 
various medical contexts, including cardiac care, trauma units, 
breast cancer diagnosis, etc. 

. 

Keywords: Machine Learning, Algorithms, Decentralized 
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1. INTRODUCTION 

 

In recent years, machine learning (ML) has emerged as a 

powerful tool in healthcare, revolutionizing how diseases are 

diagnosed, monitored, and treated. The application of ML 

algorithms to medical records enables faster and more accurate 

disease diagnosis, enhances clinical decision-making, and 

reduces the burden on healthcare professionals. Machine 

Learning in Disease Diagnosis Machine learning focuses on 

developing algorithms that can learn patterns from data and 

make predictions or decisions without explicit programming. In 

the context of disease diagnosis, ML algorithms analyze vast 

amounts of medical data, including electronic health records 

(EHRs), imaging data, lab results, genetic information, and 

patient history. These algorithms identify subtle patterns and 

correlations in the data that might be missed by human experts. 

Machine Learning (ML), a branch of Artificial Intelligence (AI), 

learns from the data using various algorithms and is a self-

improving process in terms of performance as making 

adjustments during the learning process . ML has been 

successfully applied to practically every domain such as 

robotics, education, travel to health care . In the healthcare 

domain, the ML approaches are mainly used for the purpose of 

disease diagnosis .The machine learning approaches came into 

the health sector domain in the 1970s and an international AI 

journal Artificial Intelligence in Medicine was established in 

1980 . In the next two decades, disease diagnosis domain 

adopted the classical ML approaches such as Support Vector  

Machine, Naïve Bayes, and some artificial neural networks. The 

introduction of Alex Net in 2012 initiated the current wave of 

deep learning in this field as neural networks demonstrated 

superior performance. Also, in this past decade, the investment 

in AI in healthcare applications has increased significantly. The 

studies in show that the use of AI and ML technologies in 

healthcare is leading to the development of software, platforms, 

automated systems and devices to check as well as improve the 

health condition of people. The analysis of the clinical data can 

lead to the timely diagnosis of the disease which will help to start 

cure for the patient in time as well. Traditional approach of 

diagnosing disease is generally costly and time-consuming. As 

well, the potential of time and cost-proficient machine learning-

based disease diagnosis approaches are proven by the 

researchers . ML techniques have not only been able to diagnose 

the common diseases but are also equally capable of diagnosing 

the rare diseases. Authors in demonstrate the significance and 

robustness of AI and ML techniques to solve health care 

problems. In general, a dataset table used to build an ML model 

for diagnosing a disease has columns for different attributes and 

a column variable for the class variable. Here, class variable 

indicates whether the instance in the table indicated is positively 

diagnosed with the disease under consideration. Usually, class 

values of 1 means positively diagnosed and 0 means negatively 

diagnosed. Supervised and unsupervised ML  approaches have 

been in practice for analyzing the health care data. In general, 

disease diagnosis problems are based on supervised learning. We 

will present a detailed analysis of the used dataset and ML 

algorithms in Section 2. Although ML offers systematic and 

sophisticated algorithms of multi-dimensional clinical data, the 

accuracy of the ML in diagnosing the diseases is still a concern. 

As well, the improvement in the performance of ML to diagnose 

disease is a hot topic in this domain. As different ML approaches 

perform differently for different healthcare dataset, we are also 

in need to find the way to apply many state-of-the-art algorithms 

to same dataset in reasonable time with minimal lines of codes, 

so that the search of best ML method can be pursued efficiently 

to diagnose a particular disease. The use of libraries such as Auto 

Gluon can help find the best performing ML approach out of 

many approaches in diagnosing the disease for a given dataset 

with optimal lines of codes. This will decrease the probability of 

inaccurate diagnosis, which is a significantly important 

consideration while dealing with the health of the people. We 

will test the performance of 20 ML approaches in diagnosing 

diabetes based on a public dataset discussed in Section 2.1 

2. RELATED WORK 

2.1. Data 
For this study, we have chosen a healthcare dataset related 

to diabetes. The dataset is the Pima Indian Diabetes Dataset 

which is frequently used to evaluate the performance of 

developed ML techniques [17,18]. We downloaded the dataset 
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from [18]. This data set has 8 attributes and one class variable 

named Outcome. The Outcome variable has a possible value of 

0 or 1, 1 being interpreted as tested positive for diabetes. The 

dataset has 768 instances, out of which 268 were those who 

tested positive for diabetes. 

2.1.1. Data Exploration 
Two of the attributes (BMI and Diabetes Pedigree 

Function) in the dataset are continuous numerical variables and 

the rest are discrete numerical integers. Also, no data is missing 

for each of the attributes. The detailed statistical description of 

each attribute is shown below in Table 1. 

Table 1. Statistical description of data based on attributes. 

 

2.1.2. Data Exploratory Visualization 
We performed exploratory visualization of the attributes 

with the histogram. The results are shown in Figure 1. The idea 

behind the exploratory visualization was to check whether some 

variables are constant over the range. Such variables can be 

avoided while building the modes. However, our exploratory 

visualization showed that every attribute can be important for 

disease diagnosis with Machine Learning. Also, Figure 1 shows 

that the mean BMI of the collected data is more than 30, however 

the dataset does have a significantly smaller proportion of 

instances diagnosed with diabetes, which is against the general 

assumption. Thus, the BMI cannot only account for a high 

probability of having diabetes. 

 
Figure 1. Histogram of attributes. 

2.2. Machine Learning Algorithms and Techniques 
Here, we will be applying classification algorithms from 

the scikit-learn library [19] and AutoGluon library [20] and 

checking the capacity of the algorithms to diagnose diabetes. 

Scikit-learn is the most successful and robust library for machine 

learning in Python. This library is primarily written in Python 

and is based on the modules such as NumPy [21], SciPy [22] and 

Matplotlib [23]. As well, the open source AutoML library 

AutoGluon-Tabular can train highly accurate different machine 

learning models with a single line of code [20]. The ML 

algorithms from the scikit-learn library and Auto-Gluon library 

are implemented with AWS Sage Maker [24]. The Amazon Sage 

Maker is capable of building, training, and deploying state of art 

Machine Learning models with full managed infrastructure tools 

and workflows [25]. Some of the classification ML used are 

Naïve Bayes, Support Vector Machine (SVD), K Nearest 

Neighbors (KNN), perceptron and robust deep neural networks 

in AutoGluon such as Light GBM, XGBoost, MXNet etc. The 

list of ML algorithms evaluated for diabetes diagnosis are shown 

in Table 2 [20,26]. The detail of the algorithm shadows the main 

goal of this study which is the implementation of ML for disease 

diagnosis. Please visit the reference [20,26], if the details of the 

Algorithms are of interest. 

Table 2. List of ML algorithms used. 

 

2.3. Evaluation Metric 
Disease diagnosis is a classification task. As well, 

Classification ML Algorithms are evaluated using Classification 

Accuracy Measures such as Accuracy, Precision, Recall and F1-

score [27,28]. Let us consider a value of 1 (having diabetes) to 

be positive and a value of 0 in the class variable be negative in 

the considered dataset. Let True Positive (TP) be the correctly 

classified number of positive classes from an ML model. 

Similarly let False Positive (FP) be the number of incorrectly 

classified as positive classes, True Negative (TN) be the 

correctly classified number of negative classes and False 

Negative (FN) be the number of classes incorrectly classified as 

Negative classes. Various classification accuracy measures are 

computed based on TP, FP, TN and, FN [29]. The four 

classification evaluation metrics can be computed 

as: Accuracy= TP + TN TP + FP + TN + FNAccuracy= TP + T

N TP + FP + TN + FN, Precision=  TP TP + FP Precision=  TP 

TP + FP , Recall=  Tp TP + FN Recall=  Tp TP + FN , 

and F1−Score= 2∗Precision∗Recall Precison+RecallF1−Score

= 2∗Precision∗Recall Precison+Recall. 

These four classification accuracy measures have been 

used to evaluate the performance of applied classifier 

algorithms. In general, only one (mostly accuracy) evaluation 

metric is used to evaluate the performance of the ML algorithms. 

However, in our study we are using four evaluation metrics 

primarily because of two reasons. The first reason is that in the 

used diabetes dataset Outcome class variables is highly 

imbalanced toward the value 0, and the accuracy measure from 

the imbalanced dataset can be misleading [30]. The next reason 

is that we are trying to avoid the case of the accuracy paradox by 

considering four evaluation metrics [31,32]. 

2.4. Overview of the Methodology 

2.4.1. Data Preprocessing 
The exploratory analysis and visualization of the data did 

not suggest any preprocessing of the data for learning the ML 

models, as no anomaly was detected. Therefore, the process of 

evaluating an ML for diagnosing the disease was performed with 

no data preprocessing. 

2.4.2. Implementation of ML Algorithms 
The implementation and evaluation of ML algorithms 

were performed in the notebook instance in Amazon SageMaker. 

The six ML techniques from Scikit-Learn module were applied 

by importing the module directly as it was already installed in 

the Cuda Python 3 Kernel. However, the AutoGluon library is 

not pre-installed in the kernel. There, it had to be downloaded 

before importing the ML algorithms from it. The detailed 

implementation process is presented in the notebook 

project.ipynb which is kept in the author’s GitHub respiratory 

[33]. The results can be reproduced using the project .ipynb 

notebook. A total of 14 ML algorithms from the autoGluon 

library were trained with only a couple of lines of code as 

implemented in [33]. We made sure that same training and test 

set were used for each of the ML algorithms by defining the 

parameter seed = 42 during the random splitting of the original 

data into training and test set. 

2.4.3. Refinement 
We trained the 14 AutoGluon ML algorithms, first using 

the evaluation metric accuracy. As, the dataset we have an 

imbalanced dataset in terms of Outcome class, therefore we used 
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the evaluation metric F1-score, which is a more favored 

evaluation metric while training with imbalanced data. We also 

tuned hyperparameters to check if better results are possible but 

the prediction accuracy with the tune hyperparameters came out 

to be lower than the untuned ones. Therefore, future research 

with the extensive tuning of different hyper parameters is 

recommended to check the existence of better models with a 

different set of hyper parameters. 

3. BACKGROUND 

Machine learning (ML) is an approach that analyzes data 

samples to create main conclusions using mathematical 

and statistical approaches, allowing machines to learn 

without programming. Arthur Samuel presented 

machine learning in games and pattern recognition 

algorithms to learn from experience in 1959, which was 

the first time the important advancement was 

recognized. The core principle of ML is to learn from 

data in order to forecast or make decisions depending on 

the assigned task . Thanks to machine learning (ML) 

technology, many time-consuming jobs may now be 

completed swiftly and with minimal effort. With the 

exponential expansion of computer power and data 

capacity, it is becoming simpler to train data-driven ML 

models to predict outcomes with near-perfect accuracy. 

Several papers offer various sorts of ML approaches 

.The ML algorithms are generally classified into three 

categories such as supervised, unsupervised, and semi 

supervised . However, ML algorithms can be divided 

into several subgroups based on different learning 

approaches. Some of the popular ML algorithms include 

linear regression, logistic regression, support vector 

machines (SVM), random forest (RF), and naïve Bayes 

(NB) . 

4. PROPOSED DESIGN 

Data Collection: Gather comprehensive medical data, 

including patient history, symptoms, lab results, imaging 

data, and genetic information1.Data Preprocessing: Clean 

and preprocess the data to handle missing values, 

normalize data, and remove outliers. Feature Selection: 

Identify and select relevant features that contribute to 

accurate diagnosis. Model Selection: Choose appropriate 

ML algorithms such as Naive Bayes, Random Forest, 

Support Vector Machines, or Deep Learning models like 

Convolutional Neural Networks (CNNs) for image 

analysis. Training: Train the selected models using the 

preprocessed data. Use cross-validation techniques to 

ensure the model's robustness. Evaluation: Evaluate the 

model's performance using metrics such as accuracy, 

precision, recall, and F1-score.Deployment: Deploy the 

trained model into a clinical setting where it can assist 

healthcare professionals in diagnosing diseases. 

Continuous Learning: Implement a feedback loop where 

the model continuously learns from new data and 

improves over time.. 

 

5. CONCLUSION AND FUTURE WORK 

Machine Learning (ML) algorithms have been 

successfully applied in the healthcare domain to 

diagnosing diseases. In our work we show that, the use 

of libraries such as Auto Gluon can help to compare the 

performances of different ML approaches in diagnosing 

a disease for a given dataset with optimal lines of code. 

This helps in finding the best performing ML algorithm 

for a particular dataset or a particular type of disease as 

well. Furthermore, it decreases the probability of 

inaccurate diagnosis, which is a significantly important 

consideration while dealing with the health of the 

people. In this study we have tested the performance of 

20 ML approaches in diagnosing diabetes based on the 

Pima Indian Diabetes Dataset. For the dataset 

considered in this study, the Naïve Bayes algorithm 

performed better among the other algorithms. This 

shows that using complex and computationally costly 

algorithms does not necessarily improve the accuracy of 

diagnosing a disease. 

The possibility of the improvement in the performance of 

ML models in the future can be started by finding the 

correlation among each attribute and dropping the highly 

correlated attributes, because the highly correlated 

attributes can confuse a model in the learning phase. The 

evidence of applying multiple ML algorithms with 

optimal lines of codes in this study strongly suggests that 

such investigations are to be pursued. 
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