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ABSTRACT: 

Over the recent years much advancement is made in terms of artificial intelligence, machine 

learning, human-machine interaction etc. Voice interaction with the machine or giving command 

to it to perform a specific task is increasingly popular. Many consumer electronics are integrated 

with SIRI, Alexa, Cortana, Google assist etc.  But machines have limitation that they cannot 

interact with a person like a human conversational partner. It cannot recognize Human Emotion 

and react to them. Emotion Recognition from speech is a cutting-edge research topic in the 

Human machines Interaction field. There is a demand to design a more rugged man-machine 

communication system, as machines are indispensable to our lives. Many researchers are 

working currently on speech emotion recognition (SER) to improve the man machines 

interaction. To achieve this goal, a computer should be able to recognize emotional states and 

react to them in the same way as we humans do. The effectiveness of the speech emotion 

recognition (SER) system depends on quality of extracted features and the type of classifiers 

used. In this project we tried to identify four basic emotions: anger, sadness, neutral, happiness 

from speech. Here we used audio file of short Manipuri speech taken from movies as training 

and testing dataset. This work use CNN to identify different emotions using MFCC (Mel 

Frequency Cepstral Coefficient) as features extraction technique from speech. 

 Keywords: CNN, Emtion, Gaussian Mixture model, trained image.    

1. INTRODUCTION: 
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Automatic identification of emotions by facial 

expressions consists of three steps: face 

recognition, extraction and classification of 

features or hand movements, facial features, and 

voice sound that are used to convey emotions and 

input. Nonetheless, the latest developments of 

human user interfaces, which have progressed 

from traditional mouse and keyboard to 

automated speech recognition technologies to 

unique interfaces tailored for individuals with 

disabilities, do not take full account of these 

important interactive capabilities, sometimes 

contributing to less than normal experiences 

When machines were able to understand such 

emotional signals, they could provide users 

precise and effective support in ways that are 

more in line with the desires and expectations of 

the individual. From psychological science it is 

generally agreed that human emotions may be 

divided into six archetypal feelings: shock, terror, 

disgust, rage, joy and sadness. Facial expression 

and voice sound play a critical role in 

communicating certain emotions. 

Emotion interpretation has arisen as an 

essential field of research that can provide some 

useful insight to a number of ends. People 

communicate their feelings through their words 

and facial gestures, consciously or implicitly. To 

interpret emotions may be used several different 

types of knowledge, such as voice, writing, and 

visual. Speech and facial expression have been 

the valuable tool for identifying feelings since 

ancient times, and have revealed numerous facets, 

including mentality. It is an enormous and 

difficult job to determine the feelings beneath 

these statements and facial expressions. Scientists 

from multiple disciplines are seeking to find an 

effective way to identify human emotions more 

effectively from different outlets, like voice and 

facial expressions, to tackle this issue.  

Computer intelligence, natural language 

modelling systems, etc., have been used to gain 

greater precision in this responsiveness towards 

various speeches and vocal-based strategies. 

Analysis of the feelings may be effective in 

several specific contexts. One such area is 

cooperation with the human computers. 

Computers can make smarter choices and aid 

consumers with emotion recognition and can also 

aid render human-robot experiences more 

realistic. We would explore current emotion 

recognition methods, emotion modelling, emotion 

databases, their features, drawbacks, and some 

potential future directions in this study. We 

concentrate on evaluating work activities focused 

on voice and facial recognition to evaluate 

emotions. We studied different technical sets that 

were included in current methodologies and 

technologies. The essential accomplishments in 

the sector are completed and potential strategies 

for improved result are highlighted. 
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2. LITERATURE SURVEY 

Facial emotions are important aspects in 

human communication that help us to understand 

the intentions of others. Facial expressions 

convey Non-verbal Cues which play an important 

role to maintain interpersonal relations. 

According to different surveys verbal component 

(speech) convey one-third of human and Non-

Verbal components (Facial emotions, Gestures) 

convey two-third of human communication. 

Facial emotion detection became a well attempted 

research topic now days due to its prospective 

accomplishments in many domains such as 

Medical engineering, Vehicles, Robotics and 

Forensic applications etc. Emotion Recognition 

will help to understand the inner feelings for 

people by using their facial expression. 

[1] 2017 IEEE 4th InternationalConference on 

KnowledgeBased Engineering and Innovation 

(KBEI) https:/ /ieee xplore. 

ieee.org/document/8324974  

[2] Communication 2019 1st on Innovations in 

Informationand Communication Technology 

(ICIICT). https://ieeexplore. ieee. 

org/document/8741491  

[3] International Journal of MachineLearning and 

Computing, Vol.9, No. 

1,February2019http://www.ijmlc. org/ vol9/759-

L0 179.pdf  

[4] D Y Liliana, Published under licence by IOP 

Publishing Ltd Journal ofPhysics: Conference 

Series, Volume1193, conference 

https://iopscience.iop.org/article/10.1088/1742-

6596/1193/ 1/ 0 1 2004. 

Existing System  

In the existing system affective computing 

is the “computing that relates to, arises from, or 

influence emotions”, or in the other words, any 

form of computing that has something to do with 

emotions. The creation of automatic classifier 

involves collecting information, extracting the 

features which are important and finally training 

the data, so it classify and recognize some 

patterns. To build a model have to extract 

emotion of happiness and sadness from facial 

expression and have to feed the model with 

pictures of people smiling, tagged with 

”happiness”, and with pictures of people 

frowning, tagged with “sadness”. After that, 

when it receives a picture of a person smiling or 

frowning, it identifies the shown emotion as 

“happiness” or “sadness”. Emotion detection 

using speech, gathering emotional information 

from the user of a system is their voice. Any 

emotion from the speaker’s speech is represented 

by the large number of parameters which is 

contained in the speech and changes in these 

parameters will result in corresponding changes 

in emotions which is quite difficult.  
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Disadvantages of existing system  

• Creation of model in real life is difficult.  

• Voice recognition software won’t always put 

your words on the screen completely accurately.  

• Programs cannot understand the context of 

language the way that humans can, leading to 

errors that are often due to misinterpretation. 

3. METHODOLOGY 

To overcome the existing drawbacks, 

comparing the traditional machine learning 

approaches, deep learning based methods have 

shown better performance in terms of accuracy 

and speed of processing in image recognition. We 

have used a modified Convolutional Neural 

Network (CNN). CNN is mostly used in image 

and face recognition. CNN is a kind of artificial 

neural networks that employs convolutional 

methodology to extract features from the input 

data to increase the number of features from live 

video streaming. That captures each frame and 

test them and is trained by CNN model and later 

classified into different emotions. With 

computational power of Graphical Processing 

Units (GPU’s), CNN has achieved remarkable 

cutting edge results in image recognition. 

Emotion and Features: 

Psychological studies have shown that 

changes in human emotions reflect through 

prosodic parameters of speech. Generally, 

acoustic features associated with the emotions 

including pitch, duration time, energy, formant, 

and average, maximum, minimum, intermediate 

values, ranges, the first derivative, the second 

derivative and change rates derived from them 

[7]. After repeated experiments, this paper 

eventually selected the following prosodic 

features: phonation time, speech rates, basic 

frequency averages, basic frequency ranges, basic 

frequency change rates , Amplitude averages, 

Amplitude change ranges, formant change 

averages, formant change ranges, and formant 

change rates. 

Face features generally include three 

kinds of: Geometric features, physical features, 

mixing features. The physical features refer to the 

features using the whole face image pixels, reflect 

the underlying information of face images, and 

focus on extracting the subtle changes of local 

features [8]. However, the number of feature 

point? extracted is too many that resuling to the 

higher dimension and the complex calculations. 

Mixing features combine the geometric features 

with physical features. The calculation of it is 

also complex, and the initial point is difficult to 

obtain [9]. The recognition effect of the 

geometric features requires a higher accuracy of 

the Datum point extracted. The recognition effect 

of requiring a higher accuracy of the Datum point 

extracted. Meanwhile extracting the geometric 

features ignores the other information of faces 
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(such as skin texture changes etc.) But it can 

describe the macro structural changes of the face, 

and the easy way to extract and the lower 

dimension making it quite comply with the 

requirements of our emotional system. 

 

Fig 7.1 Run File 

LOAD AND PREPROCESS DATA:In above screen 

web cam started and now click on ‘Load & Preprocess 

Dataset’ button to read images and process them. This 

process may take 2 to 3 minutes of time 

 

Fig 7.2 Load & Preprocess Dataset 

TRAIN SVM ALGORITHM:In above screen we 

can see application process 28726 images and now 

click on ‘Train SVM Algorithm’ button to train SVM 

with all those images 

 

Fig 7.3 Train SVM Algorithm 

TOGGLE CAMERA:  There is a toggle camera 

button available so that we can on/off the camera 

whenever needed.And before pressing Capture Person 

,we must toggle the camera or else it shows “camera 

is not on” 

 

Fig 7.4 Toggle Camera 

CAPTURE PERSON:In above screen SVM model 

trained with prediction accuracy as 99%. Now make 

some expression and then click on ‘Capture Image’ 

button to get below screen. 

 

Fig 7.5 Capture Person 
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DETECT EMOTION:Below is the prediction result 

 

Fig 7.6 Detect Emotion 

CAPTURE PERSON 2:Below is next emotion 

 

Fig 7.7 Capture Person 2 

 

DETECT EMOTION 2:Below is the prediction 

result 

 

Fig 7.8 Detect Emotion 2 

DETECT EMOTION FROM IMAGES:In below 

screen selecting and uploading im26.png file and 

below is the result. 

 

Fig7.9 Detect Emotion From Images 

DETECT EMOTION 3:So in above screens 

application giving proper result so from webcam also 

we need to make exact expression to get proper result 

 

Fig 7.10  Detect Emotion 3 

EXIT: There is an Exit Button in the project 

from where you can close the project and return 

to desktop. 

 

Fig 7.11 Exit 

CONCLUSION 
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In the experiment, we analyze and 

compare time, amplitude energy, basic frequency 

and formant feature parameters under different 

emotional states, and find out the distribution 

laws of different emotional signal features. On 

this basis, we classify five emotional states of 

calm, sadness, happiness, surprise, and anger. 

The recognition results show that on these basic 

Prosodic information we can initially recognize 

basic emotional catagories, and apply it into the 

emotion recognition system, which limits the 

amount of storage and computation and doesn’t 

have strict recognition accuracy. Meanwhile, the 

prosodic features, integrating with facial 

expression information, recognizes emotional 

categories with Bimodal, reaching a higher 

recognition rate. 

Although the emotional recognition 

performance combinating with facial expressions 

has improved, The recognition rate doesn’t 

improve significantly. This is mainly because in 

the terms of obtaining the emotional information, 

there is a similar correlation between the adjacent 

video frames, due to the continuity of the facial 

expression changes. But we didn’t take this 

correlation into consideration when catching the 

instant face image to analyze separately. On the 

other hand, when the facial expression changes, 

the shape and the location of the organs on the 

face, will change accordingly. In this 

paper,although the image analysis method based 

on Gaussian mixture algorithm has a higher 

recognition rate for the face contour, it lacks of 

detailed characterization of changes in the eyes, 

nose, mouth and other facial organs. Based on the 

above two reasons, in order to truly improve the 

system performance, we need to build a 

correction model associated with the expressions 

containing a variety of rules, and modified the 

image recognition results using the model. In 

addition, in the term of real-time applications, 

besides enhancing the robustness of the system 

and improving the accuracy, the efficiency of the 

recognition algorithm is also a key factor. The 

strategies such as codebook pruning, data 

compression can also improve the recognition 

rate effectively 

Multi-modal recognition systems 

intergrating with images, voice and other 

emotional information is the inevitable trend of 

future human-computer interaction development. 

Although there are still many insurmountable 

technical problems, with the continuous progress 

of science and unremitting efforts of the 

researchers, the real-time systems of multi-modal 

speech recognition will have more potential 

development. 
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