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ABSTRACT-Today is a world of technology with a foreseen future of a machine 

reacting and thinking same as human. In this process of emerging Artificial 

Intelligence, Machine Learning, Knowledge Engineering, Deep Learning plays an 

essential role. In this paper, the problem is identified as regression or classification 

problem and here we have solved a real world problem of popularity prediction of a 

car company using machine learning approaches.  
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I INTRODUCTION 

In the era which we live in, 

technology has a big impact on our 

lives. Artificial intelligence [6], 

knowledge engineering, Machine 

learning, Deep learning [4][5], Natural 

language processing[7][8] are emerging 

technologies which plays an important 

role in the leading projects of today's 

world. Artificial intelligence is an area 

or branch which aims or emphasizes on 

creating machine that works 

intelligently and their reactions is 

similar to that of human. In Artificial 

Intelligence, Machine learning is an 

essential and core part providing the 

ability of learning and improving by 

itself. The focus of this technique is on 

creation of programs which can pick the 

data and learn from it by itself. Earlier, 

statistician and developers worked 

together for predicting success, failure, 

future etc. of any product. This process 

led to delay of the product development 

and launch. Maintenance of such 

product in the changing technology 

and data is also one of the major 

challenges. Machine learning made this 

process easier and faster. There are 

various Machine learning algorithms 

broadly categorized into four 

paradigms: 

Supervised learning [7] [9] [10]: This 

learning algorithm provides a function 

so as to make predictions for output 

values, where process starts from 
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analysis of a known training dataset. 

This algorithm can be applied to the 

past learned data to new data using 

labels so as to predict future events. 

Unsupervised learning: This algorithm 

is used on training dataset and informs 

which is neither classified nor labeled. 

It also studies to infer a function from 

a system to describe a hidden structure 

from unlabeled data. Clustering is an 

approach of unsupervised learning. 

Semi supervised learning [6] [11]: It 

takes the characteristics of both 

unsupervised learning and supervised 

learning. These algorithms uses small 

amount of labeled data and large 

amount of unlabeled data. 

Reinforcement [12]: In this algorithm, 

interaction is made to environment by 

actions and discovering errors. It 

allows machines and software agents 

in determining ideal behavior in a 

specific context such that performance 

could be maximized. Regression and 

Classification problems are types of 

problems in supervised learning. In 

classification, conclusion is drawn 

using values which are obtained by 

observation. A discrete output 

variable say y is approximated by this 

problem using a mapping function 

say fon input variables say x. The 

output of classification is generally 

discrete but it can also be continuous 

for every class label in the form of 

probability. A regression problem has 

output variable as a real or continuous 

value. A continuous output variable 

say y is approximated by this problem 

using a mapping function say f on 

input variables say x. The output of 

regression is generally continuous but 

it can also be discrete for any class 

label in the form of an integer. A 

problem with many output variables is 

referred to multivariate regression 

problem. In this paper we will be 

focusing on a problem picked from 

hackerrank where a company is trying 

to launch a new car modified on the 

basis of the popular features of their 

existing cars. The popularity will be 

predicted using machine learning 

approach. It can be classified as 

regression problem especially a 

multivariate regression problem and 

the problem can be classified under 

supervised learning. Thus various 

supervised learning algorithms will be 

used for this prediction. 

II EXISTING SYSTEM 

In paper “Predicting stock movement 
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direction with machine learning: An 

extensive study on S&P 500 stocks 

[1] ”, author has reviewed some 

classification algorithms such as 

random forest, gradient boosted trees, 

artificial neural network and logistic 

regression to predict 2018 Fourth 

International Conference on 

Computing Communication Control 

and Automation (ICCUBEA) 463 

stocks of the S&P 500. In order to 

study the predictability of these stocks, 

author has performed multiples of 

experiments with these classification 

algorithms. The obtained result of 

predicting future prices from the past 

available data was not up to the mark 

as the expected result, The author 

wanted to obtain. However, they 

successfully showed the vast growth in 

predictability of European and Asian 

indexes closed a little while back. 

In paper “Performance evaluation of 

predictive models for missing data 

imputation in weather data 

[2] ”, author has suggested a new 

approach to manage the missing data 

in weather data by performing various 

tests with NCDC dataset to assess the 

prediction error of five methods: 

linear regression, SVM, random 

forest, KNN Implementation and 

kernel ridge. In order to handle the 

missing values of dataset they 

performed two actions: 1.removing 

the entire row which contains missing 

value and 2. Impute the missing data. 

They performed both the methods to 

handle the missing data and compared 

the observed result. In paper “Amazon 

EC2 Spot Price Prediction using 

Regression Random Forests 

[3] ”, author has proposed Regression 

Random Forests (RRFs) model to 

forecast the Amazon EC2 Spot Price 

one week ahead and one month ahead. 

This prediction model would help in 

planning when to acquire the spot 

instance, the model also predicts the 

execution cost and it also suggests the 

user when to bid in order to minimize 

the execution cost 

III PROPOSED SYSTEM 

The present system focuses on the 

introduction of some applicable AI-

based strategies that can support 

existing standard methods of dealing 

with car popularity. Hence in the 

present work deep learning strategy is 

used. As a subset of machine learning. 

Dl consist of numerous layers of 

algorithms that provide a different 
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interpretation of the data it feeds on. 

However, DL is mainly from ML 

because it Presents data in the system 

in a different manner. Whereas DL 

networks works by layers of Artificial 

Neural Network (ANN), ML 

algorithms are usually dependent on 

structured data. Unlike supervised 

learning which is that the task of 

learning a function mapping an input to 

an output on the premise of examples 

input-output pairs, unsupervised 

learning is marked by minimum 

human supervision and will be 

described as a form of machine 

learning in search of undetected 

patterns in an exceedingly data set 

where no prior labels exist. DL can be 

extensively applied for car popularity; 

however, aims at finding the most 

effective possible solutions for car 

popularity related issues. With the aim 

of foregrounding the enhanced 

effectiveness of these strategies and 

techniques, their formation has been 

informed by. Therefore, this section 

presents ideas that can enhance and 

speed up ANN-based methods 

obtaining process to improve process 

methods. 

SYSTEM ARCHITECTURE 

 

IMPLEMENTATION 

Implementation is the stage of the 

project when the theoretical design 

is turned out into a working system. 

Thus it can be considered to be the 

most critical stage in achieving a 

successful new system and in giving 

the user, confidence that the new 

system will work and be effective. 

The implementation stage involves 

careful planning, investigation of the 

existing system and it’s constraints 

on implementation, designing of 

methods to achieve changeover and 

evaluation of changeover methods. 

MODULES DESCRIPTION: 

• Buying Price 

• Maintenance cost 

• Number of doors 

• Number of seats 
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• Luggage boot size 

• Safety rating 

Buying Price:The Buying price 

attribute is used to describe the buying 

price of the cars. It ranges from [1…4] 

where 1 represents the lowest price and 

4 is representing highest price. 

Maintenance Cost: The Maintenance 

Cost attribute is used to describe the 

maintenance cost of the cars. It ranges 

from [1…4] where 1 represents the 

lowest maintenance cost and 4 is 

representing highest maintenance cost. 

Number of Doors: The number of 

Doors attribute is used to describe the 

number of doors in the car, and the 

values ranges from [2...5], where each 

value of number of doors represents the 

number of doors in the car. 

Number of seats: The number of seats 

attribute is used to describe the number 

of seats in the car, and the values are 

[2, 4, 5], where each value of 

represents the number of seats in the 

car4. Luggage boot size: The luggage 

boot size attribute is used to denote the 

luggage boot size, and its values ranges 

from [1..3]. Value 1 smallest and 3 is 

largest luggage boot size. 

Safety Rating: The Safety rating 

attribute is used to describe the safety 

rating of cars. Its value ranges from 

[1...3] where 1 represents low safety 

and 3 is high safety. 

Working methodology: 

An architectural diagram is a diagram 

of a system which is utilized to abstract 

the overall outline of the software 

system and the relationships, 

boundaries and constraints, between its 

components. It helps to produce an 

overall view of the physical 

deployment of the software system and 

its evolution roadmap which makes it 

an essential part. Learning Algorithm 

maps the input output pair. The 

learning algorithms analyze the 

training data and produce the interfered 

results. To develop our model we have 

used four algorithms namely, KNN, 

Logistic Regression, Random Forest 

and Support Vector Machine These 

steps further develop a model. Based 

on the number of features the model 

will predict the car popularity. 
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CONCLUSION 

Machine Learning is a fast growing 

approach to solve real world problems. 

This paper focused on some of the 

supervised learning algorithms such as 

Logistic Regression, KNN, SVM and 

Random Forest for prediction 

popularity on a scaling measure of 

[1…4] for a car company. From table 1 

it is clear that SVM is giving us the 

best result. Thus for future work, our 

focus would be on modifying SVM 

model used and will try to make the 

prediction more accurate. Also 

implementing the problem using deep 

learning deep learning and neural 

network algorithms will be our focus, 

as they provide more generalization of 

problems. 
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