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ABSTRACT:  

 

 

Road safety is one of the important actions which needs to be focused in the present world to avoid the damages 

caused. Accidents are most seen on the roads and many people are losing their lives because of these accidents and 

few of them were severely injured because of this accident. To reduce the number of accidents and to save the lives 

of people I am going to use machine learning techniques and big data concepts to improve the road safety. Machine 

learning is one of the commonly used methodologies for predicting the results with the data available and it is also 

used for visualizing the data properly and helps us in understanding the structured data or unstructured data easily. 
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1.INTRODUCTION 

 In the current world, Population has 

increased a lot and the needs of the people has also 

grown high when compared to olden days. Previously 

we used to travel more on the public transport rather 

than own vehicles but in the present situation the 

ideology of people has completely changed. As per 

the recent reports 77% of the households in UK has 

their own vehicles to travel and especially in England 

only 24% population doesn’t have their vehicle and 

they are depending on the public transports like buses 

and tubes. Due to the high increase in the production 

of vehicles and usage of vehicles there are many 

chances of causing accidents which may lead to the 

death of the people or severely injured. As per the 

recent records of UK there were 24,470 people lost 

their lives or severely admitted in the hospitals 

because of severe accidents. Due to the covid 

pandemic situation and the lockdown condition the 

usage of vehicles has reduced in last year and 

because of which we can see a decrease in the 

accident rate and the death rate by 11% when 

compared to previous year. It clearly indicates that if 

we reduce the usage of own vehicles and utilize 

maximum percentage of the public transport then we 

can gradually decrease the death rate and the accident 

rate of the country. A country with less accident rate 

canbe considered as the safe.   

2.PROBLEM STATEMENT   

 I have done some research on the reasons for 

causing accidents globally and across UK. I have 

decided to work on improving the road safety so that 

we can reduce the accident rate. To understand and 

analyze the accidents data I have chosen the UK 

accidents data available in the gov.uk website. In this 

data we don’t have any personal information of the 

people. We only have the required data for analyzing 

the number of accidents caused and the factors 
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responsible for the accident caused. To accumulate 

the huge data, I have used big data concepts, for 

analyzing and predict the occurrence of accidents I 

have used Machine learning techniques like Xg boost 

and other methods. To achieve accurate results, I will 

be using the main concepts of big data in reducing 

the huge data to the required data so that we can train 

the model properly and the get the accurate results as 

we are removing all the noisy data from the data set.  

3.PROPOSED APPROACH    

After reviewing most of the research papers 

I have decided to use the most used algorithm which 

are suitable for the data set. To start the research, we 

need to decide a coding language a platform to 

execute the code written. I have chosen python as my 

base coding language. I have decided to use the UK 

data set released by the gov.uk. This data set is 

available in Kaggle, so I have extracted this data 

using Kaggle. For extracting the data set from Kaggle 

I have used google colab as my base platform for 

scripting language and we need to mount our google 

drive so that the extracted files will be saved in our 

google drive. As I am using big data concepts, I need 

huge amount of data, so I have gathered the 

maximum number of years data available from 2005 

to 2014 which is 9 years accidents data. All these 9 

years data are available in multiple files so I need to 

merge each individual file into one single file which 

can be used for the analysis part later. Each single file 

contains 33 features and the features or attributes for 

all the individual files are same. Using one primary 

key (unique feature) I have merged all the individual 

files to one file using pandas. 

4.Testing Results     

4.1 Data Analysis 

  From the below table we were able to get 

the count of number of causalities year wise and I 

have represented the same data using graphical 

representation. We can see that the number of 

causalities for the year 2012 has increased so I have 

done few analyses and identified that there are many 

duplicates available so tried to remove the duplicates. 

The count of the number rows in the year 2012 are 

179715 with 34 columns in each row. After removing 

the duplicates and unnecessary data the count has 

reduced from 179715 to 90139. 

From the below image we can observe that most of 

the accidents are happening in between 3:00 pm and 

6:00 pm and least number of accidents happening in 

the morning time. With the help of weekly trend, we 

were able to observe that most of the accidents occurs 

on Friday and the highest number of accidents 

happened in the month of November and the least 

number of accidents happened in the month of 

February. With this analysis we were able to identify 

the features responsible for occurrence of accidents 

and the time, day and month were also identified. 

Now let’s do some analysis on the area wise so that 

we can identify the highest accident-causing area and 

also, we can identify the same features for that 

particular area. In order to identify the area wise data, 

I have used the district code and the number of count 

of accidents happened in that area code or the district 

and arranged it in descending order so that we can get 

the highest count on the top. 

 

 

 

 

 

                Figure 1: Causalities Trend 
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4.2 Models 

4.2.1 Time Series Model: 

 

In the time series from 2009 to 2014 we were able to 

get the rolling mean graph and also the de trending 

series graph.With the above graph it looks like the 

series are stationary but in order to check If the series 

or stationary or not we use ADF test which uses unit 

root test. For the time series consider the ADF test 

results are as follows :ADF Statistic: -5.793784 , p-

value: 0.000000, Critical Values: 1%: -3.433 , 5%: -

2.863,10%: -2.567 Here in this case the p value is 

greater than the 5% critical value, so the unit root test 

exits. If unit root test exits, then we consider this time 

series as not stationary and we fail to reject the null 

hypothesis. In order to get p value and q value we use 

ACF and PCF plots. 

4.2.2Xg Boost Clasifier Model: 

In this model I have trained the model initially and 

the actual fit vs the predicted fit was good, but I tried 

to tune the model for achieving the best results and 

the outcome of the model which was tuned has 

shown good results when compared to the initial 

model. The actual fit and the predicted fir for the 

final model was more accurate than the initial model. 

Initial model Scores before tuning: 

max_depth = 1100 

 MEAN RMSE: 2.138  

MEAN R2: 0.519  

Final model scores after tuning:  

RMSE: 1.897 R2 score: 0.640 

 

From the above figure 27 the blue color trend 

indicates the trend of the existing data, and the red 

color trend indicates that the prediction data. 

Whenever these two matches closely then we can 

consider that model as the best model. 

5.DISCUSSION 

 From the data analysis part, we were able to 

see that the highest test number of accidents are 

occurring on Friday when compared to other days in 

a week. The severity of the accidents is also high on 

this Fridays. The maximum number of accidents are 

occurring in between 3:00 pm and 6:00 pm and in the 

early morning there are very less number of accidents 

happening. In the monthly trend the highest number 

of accidents occurred in the month of November and 

the least number of accidents occurred are in the 

month of February. When compared to all the 

districts the highest number of accidents occurred in 

the Birmingham city. 

For Xg Boost Regressor in the initial prediction the 

results are as follows: 

MEAN RMSE: 2.138 

 MEAN R2: 0.519  
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For the same Xg boost regressor model I have done 

tuning of the model and the results predicted after 

tuning are as follows:  

RMSE: 1.897 R2 score: 0.640  

Overall Result: 

From the above table it clearly indicates that the Xg 

boost regressor model after tuning has shown the 

highest accuracy when compared to the other models 

used. 

6.CONCLUSION    

 From this analysis I conclude that the Xg 

boost regressor model with fine tuning has predicted 

the proper results and the actual data trend vs the 

predicted trend is more accurate when compared to 

the other models. To achieve more accurate results 

for the other models we need to tune them properly 

so that there are many chances of getting more 

accurate values than the current values. With this I 

conclude that we need to focus mainly on Fridays as 

we have highest number of accidents occurring on 

this day when compared to other days. The second 

observation is that the time frame for a greater 

number of accidents are occurred in between 3:00 pm 

and 6:00 pm in the evening. At this point of time, we 

need to focus mainly as there is more flow of people 

happening on the roads as schools leave the students 

and most of the offices closes in this time interval 

only. The third observation for this research is that 

we need to focus mainly on Birmingham city as a 

greater number of accidents happened in this city 

only when compared to the other cities in United 

Kingdom. 

 As a future scope for this project, we can 

train the models with Artificial neural networks and 

we can get more accurate results. We can create a 

user interface which indicates the information which 

we have predicted in the maps using google maps 

API’s so that the drivers can clearly see a pop up or 

can receive an alert stating that there are more 

chances of accidents occurring at this time interval 

and make the driver cautious so that we can reduce 

the number of accidents occurring in that particular 

interval of time. The alert system can be added to the 

police forces also so that they can also focus on the 

areas where we have highest number of accidents 

happening and also it will be easy for them to 

identify the features causing the accidents. 
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